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Figure 1: The space of text entry techniques for XR is large and fragmented (left) and XR designers are faced with many 
interaction attributes and little guidelines about how they impact user performance and experience (middle). We collect 
and analyze 176 techniques proposed in the last decade to support the selection and design of text entry techniques for XR 
applications (right). 
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Abstract 
Text entry for extended reality (XR) is far from perfect, and a variety 
of text entry techniques (TETs) have been proposed to ft various 
contexts of use. However, comparing between TETs remains chal-
lenging due to the lack of a consolidated collection of techniques, 
and limited understanding of how interaction attributes of a tech-
nique (e.g., presence of visual feedback) impact user performance. 
To address these gaps, this paper examines the current landscape 
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of XR TETs by creating a database of 176 diferent techniques. We 
analyze this database to highlight trends in the design of these 
techniques, the metrics used to evaluate them, and how various 
interaction attributes impact these metrics. We discuss implications 
for future techniques and present TEXT: Text Entry for XR Trove, 
an interactive online tool to navigate our database. 

CCS Concepts 
• Human-centered computing → Text input; Keyboards; Mixed 
/ augmented reality; Virtual reality. 
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1 Introduction 
Virtual, Mixed, and Augmented Reality (XR) technologies have 
the potential to integrate into our everyday lives and transform 
how we perform tasks, similar to how smartphones and personal 
computers did in the past. Unfortunately, text entry is one area 
where XR environments lag behind personal computers and mo-
bile devices. Traditional text input methods sufer from inferior 
performance in XR due to issues such as tracking accuracy, stereo 
defciencies, display resolution, and spatial awareness. Without 
proper text input methods in XR, the development of productivity 
tools, immersive metaverse experiences, and potential killer apps 
for extended productivity remains hindered [39]. 

While a large number of text entry techniques (TETs) have been 
proposed for XR, there is no silver bullet solution. The unique chal-
lenges of XR environments necessitate tailored approaches. Yet, 
fnding an appropriate technique from the ever-increasing list of 
techniques is not an easy task for several reasons. First, the de-
scriptions of the diferent TETs are fragmented across academic 
research, applications from industry, or prototypes from hobbyists. 
Second, there is no repository of standardized performance metrics 
that can be achieved with each TET. Third, the TETs are seldom 
compared in terms of features, shortcomings, and advantages. Sev-
eral categorizations of TETs exist [19, 124], but a single level of 
categorization is unable to adequately capture the variety of tech-
niques and the diversity of designers’ needs for their applications. 
No comprehensive collection of TETs exists that provides a “big 
picture” of TETs to allow researchers and industry practitioners to 
navigate the solution space of text entry in XR. 

As a result, selecting and designing TETs is often left to the intu-
ition and comparison attempts of XR developers and researchers 
for each XR application. Only a limited number of works have 
provided guidelines to select a technique [40, 124], but the choices 
are only based on a small set of related techniques. For other tech-
nologies, interactive collections have helped capture the evolution 

of felds and ofered fexibility in browsing and comparing tech-
niques [6, 17, 69, 114, 115, 132]. Yet, no such tool exists for XR TETs. 
Also, for those who wish to contribute by adding new techniques 
to the solution space, little is known about how diferent interac-
tion attributes (e.g., presence of haptic or visual feedback) afect 
performance metrics. While individual studies have examined the 
impact of specifc factors [41, 42], the links between attributes and 
metrics are still unclear across diverse techniques. 

To address these gaps and by taking inspiration from previous in-
teractive databases, this work collects and analyzes a set of 176 TETs 
for XR from various sources and presents an interactive visual data-
base of the techniques with their attributes and metrics (Figure 1). 
We identify interaction attributes relevant to describing a technique 
and code each technique using them. Based on this data, we ana-
lyze trends in the interaction attributes and performance metrics 
used to evaluate these techniques. Finally, we analyze the impact 
of interaction attributes on the text entry performance. Based on 
our fndings, we then provide a list of recommendations for future 
research on developing text entry techniques for XR. 

The contributions of this work are the following: 
• A comprehensive database of 176 TETs for XR, each char-
acterized according to 32 codes including 13 interaction at-
tributes and its reported performance metrics. 

• An analysis of trends in interaction attributes and their im-
pact on the performance of TETs for XR. 

• TEXT: an online tool to navigate the solution space, consist-
ing of a visualization of each TET. 

To support XR research and design in this area, we make the data-
base and the associated tool available on the Text Entry for XR 
Trove (TEXT) website: https://xrtexttrove.github.io/ 

2 Related Work 
The trove is based on the analysis of previous scientifc works to 
give a unifed view of the landscape of TETs. In this section, we 
summarize how text entry in XR has been studied in the past, what 
metrics are used to evaluate text entry solutions and fndings from 
previous works about how the design of a text entry technique in 
XR infuences its performance. 

2.1 Analyzing Text Input in XR 
One of the earliest works analyzing multiple text entry techniques 
for XR was by Bowman et al. [14] who drew techniques from mobile 
and wearable computing and compared their performance in VR. 
At that time, the authors found that no technique was acceptable in 
terms of performance, usability and user satisfaction. In a similar 
study, González et al. [40] compared six TETs in XR and found 
that a physical mobile phone keyboard performed best. Based on 
their fndings, they also created a decision tree to choose an input 
technique based on the usage scenario. Boletsis and Kongsvik [10] 
investigated controller-based methods and compared four popular 
techniques against each other. They explored metrics beyond just 
accuracy and speed and advocated for more comparative studies 
using multiple user experience metrics. Our work also compares 
TETs in XR but instead of conducting a comparative study of a small 
set of techniques, we analyze the trends in reported data across a 
large set of them. 

https://doi.org/10.1145/3706598.3713382
https://xrtexttrove.github.io/
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Researchers have also surveyed existing techniques to better 
understand the design space of text input in XR. Dube and Arif 
[19] reviewed 32 techniques and classifed them based on input 
mechanisms into 11 categories, highlighting the advantages and 
disadvantages of each category of techniques. Our work, instead of 
only having only one level of categorization, describes techniques 
using multiple attributes and highlights the most important ones. 
Lewis and Harris [73] reviewed typing techniques in XR to come 
up with a more modern technique and proposed to use speech for 
text entry in XR by comparing the performance of pure speech 
against speech plus a drum keyboard. Speicher et al. [124] analyzed 
techniques that work by selecting characters on a keyboard. They 
proposed a design space for selection-based text entry in VR and 
also conducted a study comparing six such methods, providing a 
set of design guidelines for text entry in VR. 

Our work expands on the idea of a design space for text entry 
in XR by considering the widest range of text entry techniques 
compared to prior work. For this, we not only review scientifc 
works, but we expand our search to include unpublished TETs and 
non-academic sources (for details see Method section). 

2.2 Text Input Evaluation 
Prior work has established a set of versatile and repeatable evalua-
tion methods that include performance metrics and user experience 
evaluations for comparing and optimizing text entry techniques. To 
test a technique, designers ask a diverse group of users to enter a 
specifc set of phrases while measuring the text entry performance 
(e.g. speed of the entry, error rate) and then enquire about the user 
experience depending on the application. 

2.2.1 Phrase Sets. When evaluating a technique, designers should 
make sure that the set of text phrases creates minimal bias on 
the text input. MacKenzie and Soukoref [81] argued for standard-
ized phrase sets to enable repeatability and comparison in TET 
evaluations and introduced a 500-phrase set with strong internal 
and external validity (Mackenzie phrase set). Paek and Hsu [97] ex-
panded on the notion of standardization by introducing a method 
to sample a phrase set from any corpus based on the notion of 
representativeness from information theory. This approach enables 
the creation of large representative phrase sets, thereby improving 
external validity and facilitating longitudinal studies. Vertanen and 
Kristensson [135] present the (Enron phrase set) from mobile emails 
by Enron employees to ensure the phrases held semantic meaning 
and improve memorability because the phrases are real sentences 
written by everyday mobile device users. Vertanen et al. [134] cre-
ated a challenging phrase set based on Twitter messages containing 
out-of-vocabulary words that are hard for a decoder to infer and 
can lead to auto-correction errors. In a review, Kristensson and 
Vertanen [68] compared diferent phrase sets and recommended 
using Mackenzie or Enron depending on whether the entry is on 
mobile devices. Given their importance, we extract which phrase 
set(s) designers used to test their techniques. 

2.2.2 Performance Metrics. Typing speed is an important metric 
for evaluating TETs that the designers aim to maximize. The most 
common measure of text entry is words per minute (WPM) [7, 147]. 

 1 1� �� = |� |− × 60 × 5 ,  where � is 
�

the typed text and � is the total 

entry time, including backspaces, edits, etc. Other metrics can be 
used to characterize the speed of entry, such as adjusted word per 
minute, keystrokes per second, gestures per second [7], or character 
per second [38]. In this work, we collected WPM for typing speed 
as the commonly reported speed metric in the literature. 

Quantifying errors in text entry allows one to capture the trade-
of between speed and accuracy. Soukoref and MacKenzie [123] 
defne several issues with previous metrics for error rate and present 
total, uncorrected, and corrected error rates as a holistic set of metrics 
for comparison across devices, keyboard layouts, and study designs. 
Total error rate (TER) = corrected error rate (CER) + uncorrected 

�� error rate (UER). ��� = × 100% is the ratio of the fxed 
�+� � � +�� 

errors (�� ) to the correct (�), incorrect fxed (�� ), and incorrect 
� � � not fxed (� � � ). Likewise, � �� = × 100% is the ratio 

�+� � � +�� 
of the not fxed errors. Others still use minimum string diference 
error rate (MSD ER)–sometimes called character error rate (CER)– 
quantifes the error in terms of the “fxing” operations needed for 
the input text to become the desired text normalized by the text 
length [122]. Since MSD ER ignores the edit operations by the user, 
it cannot capture corrections in studies where the participants are 
asked to correct their errors [123]. Character or word-level error 
rates can make more sense depending on the technique’s input 
level. Swipe-like or prediction-supported TET can also use the IF, 
INF, and C words to calculate the word-level TER or use minimum 
word distance (MWD) that counts the number of word “fxing ” 
operations. Less frequent metrics are found in the literature such 
as error rate (ER) and number of backspace uses. In this review, 
we extract each technique’s reported error metric to determine 
whether the calculation was done at the character or word level. 

2.2.3 User Experience. Besides performance, human factors and 
user experience are also important when designing text entry tech-
niques. Task workload, often measured using the NASA task load 
index (NASA TLX) questionnaire [50] includes six factors captur-
ing the user perception of mental, physical, and temporal demand 
of interaction as well as their perceived performance, efort, and 
frustration with the interaction. System usability scale (SUS) [15] 
can quantify the ease of use, efciency, and efectiveness of new 
interactions or devices for text entry. Researchers have also used 
custom ratings (e.g., preference) and statements to capture user 
experience. We extract NASA TLX scores when available and report 
a list of other experience metrics reported in TET studies. 

2.3 Factors Afecting Text Input in XR 
To assess the importance of interaction attributes for text entry, 
researchers vary the attributes in an interaction technique and 
compare the performance of these variants through a study. Inves-
tigating the representation of the user’s hands, Grubert et al. [41] 
compared the performance of showing no hands, avatar hands, fn-
gertips only, and video of the hands for typing in VR. They reported 
no statistically signifcant efects on speed but found that fngertips 
and video of the hands had lower error rates. In a similar study, 
Knierim et al. [67] investigated various hand representations, such 
as displaying the hand skeleton and various levels of transparency 
for the visualizations. They again found no efects on speed but 
found that inexperienced typists benefted from having hand visual-
izations to orient themselves. Realistic hands also led to the highest 
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presence and lowest workloads. McGill et al. [84] investigated the 
view of the keyboard available to typists by comparing typing per-
formance in reality, augmented reality, and virtual reality. They 
found visual feedback essential to preserve typing performance 
in XR and proposed the augmented reality condition as a viable 
solution for typing with a keyboard in XR. 

The visualization of the keyboard has been found to be a ma-
jor factor that contributes to typing performance. Dube and Arif 
[20] found key shapes to impact entry speed and dimension im-
pacting accuracy along with both these attributes impacting user 
experience. Yildirim and Osborne [156] compared fat vs. curved 
keyboards revealing that 2D keyboards led to higher speed and 
fewer corrections. Grubert et al. [42] compared the efect of repo-
sitioning the keyboard and hands in front of the user instead of 
at hand level and found no efect on typing speed, error rate, and 
NASA TLX scores when changing the position for using a physical 
keyboard. However, a drop in typing speed was observed when 
using a touchscreen keyboard. Touchscreen keyboards also led to 
signifcantly slower typing speeds than physical keyboards in XR. 

Feedback on typing is another infuencing factor for XR text 
entry. Walker et al. [137] found the presence of visual feedback 
on key presses to improve error rates when typing on a visually 
occluded physical keyboard. Gupta et al. [47] explored haptic feed-
back for mid-air text entry at various locations on the hand. They 
found that the presence of vibrotactile feedback did not signif-
cantly impact speed or accuracy but led to lower mental demand 
and efort along with higher user preference. For delivering the 
feedback, the fnger base was found to be the most ideal position. 
They also discovered that feedback on hovering, not just key acti-
vation was useful for reducing errors in the case of both haptic and 
audio-visual feedback. Further demonstrating the importance of 
hovering feedback, Yildirim [155] showed that haptic feedback on 
hovering led to higher text entry speed, and any form of hovering 
feedback leads to higher accuracy compared to no feedback. In a 
second study, the efect of feedback on key activation was studied 
which found that audio or haptic key activation feedback led to 
increased entry speed and visual key activation feedback led to 
higher accuracy. 

While these studies demonstrate what factors can impact text 
entry in XR, the relative importance of these factors is unknown 
at a larger scale. Our work analyzes trends across a diverse set of 
techniques to identify the most important of these factors. 

3 Method 
In this section, we describe the process for identifying, screening, 
and analyzing relevant techniques for our database. We frst cre-
ated an initial database of papers based on a systematic search of 
academic research articles on typing in XR based on the PRISMA 
Flow Diagram [98] for systematic reviews. We then expanded this 
database by considering techniques from non-academic sources 
such as commercial applications, social media, and blog posts. Ad-
ditionally, we added more academic research articles that may not 
have been captured by our systematic search, for example, arti-
cles not published in XR-specifc venues, or general TETs that are 
not developed with XR in focus but have been applied to XR (see 
Figure 2 for complete process). 

3.1 Identifcation 
To begin our search for papers related to text input for XR, we 
searched through seven leading venues on XR and HCI: the ACM 
Conference on Human Factors in Computing Systems (CHI), ACM; 
the ACM Symposium on User Interface Software and Technology 
(UIST), ACM; the ACM Symposium on Virtual Reality Software 
and Technology (VRST), ACM; the IEEE Conference on Virtual 
Reality and 3D User Interfaces (IEEE VR), IEEE; IEEE Transactions 
on Visualization and Computer Graphics (TVCG), IEEE; the IEEE 
International Symposium on Mixed and Augmented Reality (IS-
MAR) , IEEE; and Virtual Reality journal (VR), Springer. We decided 
to focus our search on papers published after 2012 as it was the 
year the frst modern VR headset was introduced by Oculus. We 
used the following query to search in the title and abstract of every 
publication in the selected venues: 

(text OR typing OR keyboard) AND (virtual reality OR 
VR OR augmented reality OR AR OR mixed reality OR MR 
OR extended reality OR XR OR HMD) 

With our focus on capturing papers focused on typing in XR, 
the frst portion of the query contains keywords related to text 
input and the second portion contains keywords related to XR. For 
the ACM and IEEE venues, we directly used the search options 
provided by the ACM Digital Library and IEEE Xplore respectively. 
For the VR journal, Springer only supports searching on the full 
text of the paper. Therefore, we used a custom script to further 
flter the results from the Springer website, ensuring that the search 
terms appeared in the title or abstract. We ran our query on January 
2024 and thus the results include full papers published until 2023 
covering the past 11 years (2013-2023, both included). This query 
resulted in 171 papers, 25 from CHI, 3 from UIST, 19 from VRST, 37 
from IEEE VR, 36 from TVCG, 36 from ISMAR and 15 from VR. 

3.2 Screening 
The results from the search query were then screened to only ex-
tract papers that either proposed a new TET or compared existing 
ones. Papers on reading text on XR headsets [110] or editing tech-
niques [55] were excluded based on this criteria. This was done as 
the goal of such interactions and the interaction techniques used 
were diferent from text entry. 

Each paper was marked for inclusion (using 0 for excluded and 
1 for included) by two authors who skimmed through the full-text 
article. The overall agreement percentage was 98.24%, and Cohen’s 
Kappa was 0.96. Each discrepancy in rating was discussed among 
all authors. In this phase, 122 papers were excluded resulting in a 
sample of 49 papers. During coding, 5 more papers were removed 
due to not meeting our inclusion criteria leading to a fnal set of 44 
papers. 

3.3 Expanding 
Having created an initial database of text input papers in XR from 
academic sources, we then proceeded to expand our database by 
collecting techniques from non-academic sources as well as more 
academic articles. For non-academic sources, the authors added 
techniques to the database through snowball search by adding 
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Figure 2: The fve stages we used to identify relevant TETs for 
our review. These stages are inspired by the PRISMA Flow 
Diagram [98] and include the number of papers involved in 
each stage. 

techniques they were already aware of and then searching for 
more techniques using the keywords mentioned in the websites 
or posts they sourced the techniques from (e.g. Reddit, Dribbble, 
Medium). To fnd more relevant academic papers, we used the tool 
ResearchRabbit1 to look through papers and extended abstracts 
that are cited by the papers included in our systematic search. This 
resulted in an addition of 62 techniques from non-academic sources 
as well as 14 additional techniques from academia. 

3.4 Splitting Papers Into Techniques 
After having fnished adding new papers to our database, we split 
the papers into multiple techniques if they included more than one 
technique. The method for deciding how to split the papers was 
the following: 

• If a paper contained variations of a new TET (e.g., changing 
visual representation of the hands) and the authors compared 
them to propose a fnal novel technique (e.g., [72, 144]), only 
the fnal version of the technique was included. i.e., we did 
not split the paper into multiple techniques. 

• If a paper contained multiple TETs that the authors were 
comparing, the paper was split and all techniques were in-
dividually coded. For example, [60, 143] were divided into 2 
and 8 techniques, respectively. 

3.5 Coming Up With Attributes and Coding 
To analyze the techniques, we created a coding scheme that could 
be used to describe a TET. We looked at previous categorizations 
[19, 124], skimmed through various research articles describing 

1https://www.researchrabbit.ai/ 

techniques (during the screening phase), watched videos of some 
of the non-academic techniques together as a group, and used our 
own prior experience in XR and text entry to come up with a list 
of 12 initial codes. These codes included interaction attributes (e.g., 
input device) and free text descriptions of the outcome measures 
(e.g., speed). We did not code for the technology being used itself 
but the interaction attributes they enable as technologies evolve 
rapidly over time and any technology-specifc analysis would be 
outdated very quickly. 

Based on these codes, the frst round of coding took place where 
fve of the authors coded 10 techniques and made notes for possible 
changes to the set of codes. In a joint meeting, the authors then 
discussed their notes to create an updated set of 32 codes which 
came out of trying to capture as much variation in the interaction 
attributes (13 codes) and splitting the outcome measures descrip-
tions into separate codes (14 codes). We also included the metadata 
such as the source for each technique (5 codes). We then created 
new descriptions of the codes (i.e., a codebook) and re-coded the 
10 techniques based on the revised codebook. After this phase, the 
inter-rater reliability was at least 75% for each code. Any diferences 
were discussed in a meeting to agree on the fnal codes for each 
technique. 

The remaining TETs were divided so that each of them was 
coded by one of six authors. A seventh author who joined later frst 
coded the same 10 techniques from the previous round and then 
compared their codes with the fnal codes to check for errors and 
only then moved to code new techniques. 

3.6 Attributes and Metrics 
Each technique in our database is described using 32 codes. Among 
these, 13 codes correspond to the interaction attributes (Table 1), and 
14 correspond to performance metrics that are frequently reported 
by studies (see Table 2 for the top six reported metrics). The other 
fve codes provide additional information on the source of the 
technique (academia/industry/hobbyists), date of release, presence 
of study, phrase set used, and other metrics reported beyond those 
captured by our metrics codes. We provide the full codebook with 
the description of attributes in the supplementary materials. 

For coding the metric values, we always use the average re-
ported value for novice users. This is because the defnition of 
experts varies across studies and very few techniques are evaluated 
using experts. For multi-session studies, we report values from 
the last study session to pass the initial learning curve and get 
the most accurate metric value. After populating all the metrics in 
our database, we further flled up missing values that we could by 
inferring values that are dependent on other reported metrics (e.g. 
TER based on CER and UER, Overall TLX based on the subscales). 
For analyzing the trends in metrics, we excluded during analysis 
the techniques that are only based on typing passwords [113, 120] 
and those that only used expert participants with signifcant typing 
experience [109]. 

https://1https://www.researchrabbit.ai
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Table 1: Attributes and their corresponding values used to describe a TET (the percentages may not sum to 100% as one attribute 
can have multiple values). 

Attributes Values and Examples 
Input Device 
(The hardware that 
is used to input the letters) 

None [22] 

56 (31.82%) 

Custom 
Hardware [46] 
46 (26.14%) 

Physical 
Keyboard [61] 
37 (21.02%) 

Controller [150] 

33 (18.75%) 

Touchscreen 
[162] 
10 (5.68%) 

Other [51] 

3 (1.7%) 
Body Part (for input) 
(The body part used for entering text) 

Finger(s) [44] 

132 (75.0%) 

Hand(s) [11] 

54 (30.68%) 

Head [148] 

15 (8.52%) 

Gaze [104] 

14 (7.95%) 

Voice [3] 

1 (0.57%) 
Concurrency 
(How many pointers does the user have 
in the virtual environment for text entry.) 

One [146] 

83 (47.16%) 

Multiple [93] 

61 (34.66%) 

Two [2] 

32 (18.18%) 
Haptic Feedback Modality 
(Type of haptic feedback) 

Button 
Press [38] 
59 (33.52%) 

None [117] 

54 (30.68%) 

On-body [138] 

29 (16.48%) 

External 
Surface [22] 
24 (13.64%) 

Vibrotactile [47] 

10 (5.68%) 

Force 
Feedback [159] 
4 (2.27%) 

Other [124] 

2 (1.14%) 
Haptic Feedback 
(For what events or user actions 
haptic feedback is provided to users) 

Key 
Activation [28] 
101 (57.39%) 

None [154] 

57 (32.39%) 

Hovering [45] 

56 (31.82%) 

Other [21] 

11 (6.25%) 
Audio Feedback 
(For what events or user actions 
auditory feedback is provided to users) 

Key 
Activation [91] 
96 (54.54%) 

None [75] 

70 (39.77%) 

Unknown [151] 

8 (4.55%) 

Hovering [33] 

2 (1.14%) 

Other [157] 

1 (1.14%) 
Visual Feedback 
(For what events or user actions 
visual feedback is provided to users) 

Key 
Activation [41] 
83 (47.15%) 

Hovering [162] 

74 (42.04%) 

None [109] 

45 (25.56%) 

Other [27] 

7 (3.98%) 
Visual Body Representation 
(How is the user presented visually) 

Full Hands [85] 

59 (33.52%) 

Cursor/ 
Pointer [53] 
43 (24.43%) 

Invisible [59] 

38 (21.59%) 

Fingertips [42] 

16 (9.09%) 

Controllers [60] 

11 (6.25%) 

Bones [113] 

11 (6.25%) 

Rays/ 
Drums [2] 
8 (4.55%) 

Visual Keyboard Representation 
(How is the keyboard represented visually) 

Virtual 
Keyboard [79] 
112 (63.63%) 

Virtual 
Overlay [113] 
32 (20.45%) 

None [78] 

22 (18.18%) 

Passthrough 
[43] 
10 (5.68%) 

Keyboard Layout 
(Order and layout of keys) 

QWERTY [84] 

119 (67.61%) 

Other [89] 

18 (10.23%) 

Radial [72] 

10 (5.68%) 

Adapted 
QWERTY [145] 
9 (5.11%) 

Alphabetical 
[49] 
9 (5.11%) 

QWERTZ [64] 

9 (5.11%) 

None [139] 

7 (3.98%) 
Keyboard Backend 
(Algorithms that assist with text entry by 
processing how typing is being performed) 

None [94] 

98 (55.68%) 

Prediction [157] 

67 (38.07%) 

Correction [137] 

23 (13.07%) 

Personalization [118] 

4 (2.27%) 
Can Be Mobile? 
(Can the user move around while typing) 

Stationary [124] 

121 (68.75%) 

On-the-go [65] 

55 (31.25%) 
VR/AR 
(For what XR technology 
was this technique developed) 

VR only [13] 

118 (67.05%) 

AR only [112] 

34 (19.32%) 

Both [127] 

24 (13.64%) 

4 Text Entry for XR Trove (TEXT): An Online 
Tool 

Having coded all TETs, we created an online tool, Text Entry for 
XR Trove (TEXT) to help XR researchers and practitioners navi-
gate our database. The tool is available at https://xrtexttrove.github.io/ 
and is based on the open source code from the Locomotion Vault 
project [17]. The tool provides the following functionalities: 

(1) A Gallery of gifs or images of the techniques that allow users 
to see the techniques in action. 

(2) A Detailed View of each technique which displays all avail-
able information in our database about that particular tech-
nique. 

(3) A Filter panel to browse a subset of the techniques in our 
database based on specifc attributes or performance metrics 
needed in an application. Our flter panel is based on OR 
logic and shows all techniques that satisfy a given flter. 
Thus, techniques with multiple values for a code (e.g., head 
and hand input modalities) appear when the flter for either 
category is selected. 

(4) A Suggestion Form for adding new techniques and making 
modifcations to the trove to keep it up to date. 

5 Results 
In this section, we describe what performance metrics are used for 
TETs, the relation between attributes and metrics, and trends in the 
design of TETs over time. 

5.1 Metrics for Text Entry in XR 
We found variations across TETs in reporting performance metrics. 
Techniques by hobbyists (N=17) never reported any performance 
or user experience metrics. Academia (N=151) and Industry (N=37) 
reported typing speed and error metrics for 90.7% and 86.5% of the 
techniques respectively. We present the reporting practices for each 
metric below. 

5.1.1 Typing Speed. Over 77.8% (N=137) of the TETs reported 
WPM as the typing speed metric, making it the most common 
metric in the literature. Techniques without speed metric either 
lacked a study (N=32) or focused on factors such as learnability and 
key selection (N=2). Other metrics for speed were characters per 
minute (CPM) and “perfect word” typing speed [28] which excludes 
time spent on error correction. 

5.1.2 Accuracy. Unlike typing speed, accuracy metrics vary widely 
in the literature (Table 2). TER was the most reported error metric in 
58 TETs (33%), followed by CER (31.8%). However, they are usually 

https://xrtexttrove.github.io/
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Figure 3: Screenshots of Text Entry for XR Trove (TEXT). On the left, the interactive gallery of the TETs, a flter panel for 
searching a subset of techniques, and a suggestion form for reporting new techniques. On the right, a detailed view of a technique 
with its metadata, interaction attributes, and performance metrics. 

reported together with UER (26.7%), 8 of which are at the word level 
(4.5%). MSD ER was reported as the error metric in 49 TETs (30.1%), 
5 of them were word-level errors (2.8%). Other metrics like ER (4.5%) 
were less common, while the rest of the techniques (32.9%) either 
used unique error metrics or did not report any. 

5.1.3 NASA TLX Scores. Task workload was reported less fre-
quently than speed and accuracy, with only 54 techniques reporting 
the overall workload (30.7%). Of those, only 16 TETs reported all six 
subscales of the index. Some studies used fve subscales, omitting 
Temporal Load (N=2) or Performance (N=9). Others only reported 
scales with signifcant diferences, such as Mental-Physical load 
(N=2) and Physical-Frustration (N=6). 

5.1.4 Other Metrics. Table 3 shows other user experience and 
movement metrics for TETs. Several TETs report general UX or 
XR-specifc measures related to simulator sickness and sense of 
presence. Two metrics created for XR TETs are accuracy of and 
time to frst key press (N=8 and N=22), which assess success in 
locating the input device [84], though they are sometimes called 
homing time [38] or time to frst character [101]. In some cases, 
motion tracking data (N=23) is also analyzed for typing behaviors, 
including press duration, fnger travel, and number of fnger-key 
collisions. The infuence of a technique on typing behavior is mea-
sured by statistics of non-typing actions (N=14) such as backspace 
usage, insertions, and auto-complete usage. Finally, for aspects of 
the techniques not covered by other metrics, interviews and open 
comments (N=30) are used. 

5.1.5 Relationship Between Metrics. We calculated the correlation 
between common metrics to assess their relationships. Pearson 
correlation was used for Overall TLX and TER, which met the 
bivariate normality assumption. For other metrics like WPM and 
TER, WPM and MSD ER, and TLX and MSD ER, which did not 
meet this assumption, we used Spearman rank correlation. Results 
showed a small positive correlation between WPM and TER (�� = 
0.32, � = 0.015) and a small negative correlation between WPM and 
MSD ER (�� = −0.29, � = 0.045). No other signifcant correlations 
were found (� > 0.05), and plots did not reveal further interesting 
relationships (see Supplementary Materials). 

5.2 Identifying the Importance of Interaction 
Attributes for Typing Performance 

To identify and rank the importance of each attribute, we used 
Random Forest models to perform supervised feature selection. We 
chose Random Forests for their robustness to over-ftting and their 
ability to capture non-linear relationships in the data. This model 
also reduces the overlap of information between features, such as 
when the value of a feature inherently determines other features 
(e.g., gaze as the body part for input always having a concurrency 
of one), or how the absence of one feature (e.g., haptic feedback 
modality) dictates related features (e.g., haptic feedback). We also 
considered other feature selection techniques such as Decision 
Trees and Stepwise Regression but found similar results and less 
importance separation. 

To assess feature importance, we use Gini importance [87] as the 
split criterion in our Random Forest model. The Gini importance 
values range between 0 and 1 for each feature and they sum to 1 
in a model. They quantify each feature’s contribution to reduce 
data uncertainty, i.e. the feature’s standalone information power 
[111] in distinguishing between diferent TETs. In the results, we 
report attribute values with Gini importance over 5% to focus on 
the most important features and also account for noise in statistical 
modeling (See Supplementary materials for all values). 

To create the models, we used 11 of our 13 interaction attributes. 
The two we excluded were ‘Can it be mobile?’ and ‘VR/AR’ because 
despite being applicable to the techniques, these attributes are not 
usually employed when evaluating them. Although many tech-
niques were presented for on-the-go text entry, only 3 techniques 
[71, 104] conducted studies with the users actively moving while 
typing. For AR/VR, techniques applicable to both VR and AR are 
usually evaluated in only one of them and studies do not consider 
the impact of the environment on text entry. We also do not include 
‘Phrase Set’ in our analysis as it is a parameter for the user study 
rather than the technique itself. While we acknowledge that the 
phrase set can have an impact on typing performance, we focus on 
studying the impact of the interaction parameters. In our review, 
most studies (N=122 out of 140 TETs with studies) used one of the 
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Metric 
count 
mean 
min 
max 

Words per minute 
137 
20.36 
2.8 
55.6 

CER 
56 
5.99 
0.5 
30.26 

UER 
47 
2.13 
0 
15.1 

TER 
58 
7.96 
0.5 
30.87 

MSD ER 
49 
3.77 
0.5 
23 

Overall TLX 
46 
0.48 
0.24 
0.8 

Table 2: Summary Statistics for the Most Commonly Used Metrics 

Metric Category Questionnaires and Frequency 
General User Experience User Experience Questionnaire [70] (N=26), System Usability Scale [16] (N=11), Flow-Short-

Scale [108] (N=8), Borg CR10 scale [12] (N=5), Technology Acceptance Model 3 (N=3), Social 
Acceptability Questionnaire [4] (N=2), Game Experience Questionnaire [57] (N=1), Custom (n=26). 

XR Experience Simulator Sickness Questionnaire [63] (N=22), Motion Sickness Assessment Questionnaire [36] 
(N=14), Slater-Usoh-Steed questionnaire (N=14), IPQ spatial presence questionnaire [106] (N=10), 
presence questionnaire [141] (N=10). 

XR Text Entry and Motion Accuracy of frst key press (N=8), Time to frst key press [84] (N=22), Motion tracking measures 
(N=23), Statistics of non-typing actions (N=14). 

Table 3: Summary of Other Metrics Reported for TETs 

standardized corpora between which Kristensson and Vertanen 
[68] suggest that there is no statistically signifcant diference. 

For the remaining attributes, we frst converted our 11 cate-
gorical interaction attributes into binary representations using a 
one-hot-encoding scheme. This step created features for the model 
corresponding to each attribute value, such as Visual body repre-
sentation: controllers, Haptic feedback: hovering, and so on. For 
each performance metric (e.g., words per minute, error rate, NASA 
TLX scores), we then built a Random Forests model based on these 
encoded attributes. This approach allows us to not only identify the 
most important attributes to focus on when designing new tech-
niques but also to understand how diferent attributes contribute 
to specifc performance metrics. For model training, we used a Ran-
dom Forest regressor implemented through scikit-learn [100] in 
Python on Google Colab2. The models were trained using the de-
fault hyperparameters provided by scikit-learn. The training set for 
each model was the set of all techniques for which we had data for 
a given performance metric. Since we focus on identifying trends 
rather than using the model to predict a value, we do not split the 
data into training and test sets. 

5.2.1 Typing Speed. In our database, 137 techniques (133 + 4 con-
verted from CPM) have typing speed data in terms of Words Per 
Minute (WPM) which we used to build our model. The features 
with greater than 5% Gini importance were: Concurrency: multiple 
(0.4183), Input Device: physical Keyboard (0.0806), Concurrency: 
one (0.0521), and Visual Feedback: hovering (0.0504). 

This list tells us which features impact typing speed the most but 
not how they impact it. To understand this, we look at patterns in 
our data. Concurrency (Figure 4a) is the most important attribute 
for increasing typing speed which contributes by allowing multiple 
pointers that enable faster selection. Physical keyboards (Figure 
4b) are the most commonly used text entry devices due to their 
efciency. Having visual feedback for hovering allows easier key 
identifcation and helps further contribute to the efectiveness of 
concurrency by helping plan the next selection. 

2https://colab.google/ 

5.2.2 Accuracy. As discussed previously, accuracy is unfortunately 
not reported using the same metric for each technique. The error 
metrics we were able to obtain the most data for were character 
level TER (50) and character level MSD ER (44). Though we also had 
enough data for CER and UER, we decided to only focus on TER as 
it captures both values being their sum. Unfortunately, the subset of 
techniques that reported MSD ER values was not capturing enough 
of the attributes and had only a single technique for a lot of the 
attribute values, and thus we did not build a model for this metric. 

For TER, the features having greater than 5% Gini importance 
were: Concurrency: one (0.2525), Visual body representation: in-
visible (0.0746), Visual keyboard representation: None (0.062), In-
put Device: physical keyboard (0.0588), and Concurrency: multiple 
(0.0568). 

Separating features corresponding to high and low TER values, 
we fnd that lower concurrency leads to lower error rates (Figure 
4d), which is caused by minimization of input overlap and reduction 
in cognitive load. Surprisingly, physical keyboards have high TER 
values in our dataset compared to other input devices (Figure 4e). 
This may be due to the closer proximity of keys which increases 
the chance of pressing incorrect keys. Not being able to see our 
body or the keyboard while typing causes higher error rates due to 
not having any visual feedback for positioning our body for correct 
input. 

5.2.3 NASA TLX Scores. We were able to collect or infer overall 
NASA TLX scores for 46 entries in our database. Not every study 
reports values for all six subscales and hence we do not create sep-
arate models for every subscale. Since studies used questionnaires 
with diferent point scales, we normalized the scores to be between 
0 and 1. The features related to the NASA TLX score with greater 
than 5% importance in the model were: Input Device: Controller 
(0.2765), Body part for input: hand(s) (0.1104), Body part for input: 
head (0.0599), Visual body representation: fngertips (0.0558), and 
Haptic feedback modality: vibrotactile (0.0504). 



Text Entry for XR Trove (TEXT): Collecting and Analyzing Techniques for Text Input in XR CHI ’25, April 26–May 01, 2025, Yokohama, Japan 

(a) (d) 

One Two Multiple
Concurrency

10

20

30

40

50

W
PM

(b) 

One Two Multiple
Concurrency

0

5

10

15

20

25

30

TE
R 

(%
)

(e) 

Custom
Hardware

None Other Controller Keyboard Touchscreen

Input Device

10

20

30

40

50

W
PM

(c) 

Custom
Hardware

Controller None Touchscreen Other Keyboard

Input Device

0

5

10

15

20

25

30

TE
R 

(%
)

(f) 

Invisible Bones Rays/
Drums

Cursor/
Pointer

Full Hand Fingertips Controllers

Visual Body Representation

10

20

30

40

50

W
PM

Virtual Keyboard None Passthrough Virtual Overlay
Visual Keyboard Representation

0

5

10

15

20

25

30

TE
R 

(%
)

Figure 4: WPM and TER by attribute (TETs having two attributes are plotted twice) 

Separating the ones corresponding to high and low values, we 
see that controllers (Figure 5b) correspond to lower scores, refect-
ing their reduced workload across mental, physical, and temporal 
domains from only entering one or two characters at a time with 
small movements. For similar reasons, using hands as the body part 
for input (Figure 5d) corresponds to lower scores. Using the head 
for input leads to higher TLX scores due to putting extra strain on 
the neck, head, and even upper body muscles. Having fngertips as 
the visual body representation causes higher TLX scores, perhaps 
since it is challenging to visually track and make sense of multiple 
small spheres (as opposed to hands or a single pointer) as one types. 
leading to higher mental and physical demands. Having vibrotac-
tile feedback leads to lower scores as tactile confrmations of each 
keystroke have been shown to reduce the number of extra hand 

movements as well as failure to activate a key [83, 95], thus leading 
to lower physical demand and frustration. 

5.3 Trends Over Time 
Figure 6 shows time trends for TETs, refecting advancements in 
commercial XR technology. Notably, there was a spike in techniques 
proposed in 2018 after the release of the HTC Vive and Oculus Rift 
and Touch controllers in 2016 and another spike in 2023 following 
the Meta Quest Pro release. For most trends, there is a drop in 2021, 
likely due to COVID-19. Below we further analyze the time trends 
for the interaction attributes and performance metrics to assess the 
feld’s progress and its relation to the importance of TET attributes. 

5.3.1 Input Device and Concurrency (Figures 6b, 6c). We identifed 
several trends in the input device attribute, which are primarily 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Bhatia et al. 

(a) (b) 

Vibrotactile Button
Press

Force
Feedback

None External
Surface

On-body

Haptic Feedback Modality

0.3

0.4

0.5

0.6

0.7

0.8

O
ve

ra
ll 

TL
X

Controller Keyboard None Touchscreen Custom
Hardware

Input Device

0.3

0.4

0.5

0.6

0.7

0.8

O
ve

ra
ll 

TL
X

(c) (d) 

Cursor/
Pointer

Invisible Full Hand Rays/
Drums

Fingertips Controllers Bones

Visual Body Representation

0.3

0.4

0.5

0.6

0.7

0.8

O
ve

ra
ll 

TL
X

Hand(s) Finger(s) Head Gaze
Body Part

0.3

0.4

0.5

0.6

0.7

0.8

O
ve

ra
ll 

TL
X

Figure 5: Overall TLX by attribute (TETs having two attributes are plotted twice) 

infuenced by commercial XR controllers and HMD technology. 
The use of “none” or no input device for text entry has risen since 
2018, peaking in 2023, likely due to afordable hand-tracking tech 
like the Leap Motion and its VR SDK in 2016, and Meta Quest’s 
improved hand-tracking in 2019. “Physical keyboards” saw a spike 
in 2018, possibly due to the HTC Vive Pro’s pass-through camera 
but lowered in recent years. Controller use peaked in 2017 and has 
remained steady. Custom hardware for input has been among the 
top 2-3 trends over the years, suggesting the continuing need for XR 
hardware innovation for typing. In terms of concurrency, “multiple” 
inputs increased in 2018 with the use of physical keyboards, but 
most techniques still focus on “one” input. As we showed above, 
concurrency is key to typing performance. Thus, increasing con-
currency is an important area for further research. 

5.3.2 Typing Speed and Accuracy (Figures 6d, 6e, 6f). Surprisingly, 
the average input speed has a downward trend over the years, likely 
due to reduced concurrency as new techniques adapt to commercial 
XR hardware rather than developing custom text input devices. 
Regarding accuracy, error rates have slightly decreased over time, 
possibly due to improved tracking and error correction algorithms 
such as those for reducing co-activations [31]. The spike in MSD 
ER in 2020 is attributed to the pen-based Arc-type technique[59], 
which required very little movement but had the highest error rate 
in the database due to jitters. The increase in TER in 2021 refects 
limited TER data that year due to the pandemic. 

5.3.3 Other Trends. Other trends are related to body part, visual 
body representation, keyboard representation, and feedback. Fin-
gers, followed by hands, have been the most common input meth-
ods, likely due to advancements in VR controllers and hand tracking 

since 2016. Visualizing the full hand increased in 2023, possibly 
due to pass-through cameras, while the use of cursors or pointers 
was more common from 2017–2020. Our analysis suggests that 
visualizing full hands can increase the error rate (TER), and thus 
should be considered with caution in future TETs. Virtual keyboards 
have been consistently frequent, with virtual overlays peaking in 
2018–2019 but fading afterward. For haptic and auditory feedback, 
button presses were common in 2018-2019, but there’s been a rise 
in “on-body,” “external surface,” and “none” feedback in 2022-2023. 
Not surprisingly, feedback is often for “key activation” or “none” at 
all. 

6 Discussion 
This work focused on collecting and analyzing 176 existing text 
entry techniques (TETs) in XR and creating a tool to navigate this 
space. Our interactive tool aims to support XR developers in se-
lecting or designing appropriate techniques for their applications. 
While we analyze attributes and metrics of TETs, XR use cases are 
diverse, making it impractical to defne a single TET solution or 
categorization that is suitable for every application. Instead, our 
online TEXT3 interface aims to support designers to efciently 
navigate the design space of techniques and flter them by their 
interaction characteristics, use cases (e.g., on-the-go, AR), or target 
performance to identify a subset of candidate techniques to test for 
their applications. 

Below, we present takeaway fndings for XR designers and re-
searchers, refect on the implications of rapid progress in augmented 

3https://xrtexttrove.github.io/ 

https://3https://xrtexttrove.github.io
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Figure 6: Trends Over Time for Text Entry Techniques for XR 

realities for XR text entry, and discuss progress in the related area 
of text editing in XR. 

6.1 Implications for Designing New XR Text 
Entry Techniques 

For future works in text entry for XR, we provide the following 
recommendations based on our analysis of existing techniques. 

6.1.1 Focus on building for text entry rather than adapting for it. 
Many techniques have been proposed since 2018, suggesting a 
demand for new solutions in this area. The evolution of these tech-
niques has mirrored trends in commercial XR technologies, such as 
the rise of no-input devices with advanced hand tracking. However, 
metrics such as typing speed have not improved over the years. De-
veloping custom text input devices and software optimizations for 
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XR, such as the TapXR4 or the decoder by Dudley et al. [22], should 
be explored further for improvements to typing performance. Iden-
tifying and attempting to fx bottlenecks in current technologies 
such as bad quality pass-through cameras could be another way to 
improve performance. 

6.1.2 Focus on concurrency and input device. Our analysis suggests 
that concurrency and input device are the most important inter-
action attributes for all three measures, speed, accuracy, and task 
load. Concurrency is key for improving typing speed, yet most 
techniques have focused on interactions that aford one or two 
inputs. Though unable to retain the same performance inside XR, 
keyboards still enable high-speed typing albeit with more errors. 
The high speed is perhaps due to user familiarity and kinesthetic 
learning of button positions and physical feedback with these key-
boards. The higher error rate can be due to the close placement 
of keys in these keyboards and the lack of efective mechanisms 
(e.g., passthrough) to accurately visualize the keyboards until re-
cently. Controllers are consistently slow but ofer low error rates 
and cognitive load, perhaps due to their single concurrency input, 
improvements in their ergonomic design over years, and physical 
button feedback. Other technologies, such as gaze tracking (i.e., 
input modality: gaze), did not show a signifcant trend in our data, 
perhaps because these technologies are still improving and thus 
are less explored for text input by XR designers. Unlike laptops and 
personal computers, no commercial XR headset currently comes 
packaged with a text input device despite its importance. This will 
change in the future if we develop text entry devices specifcally for 
XR, as mentioned above. Beyond concurrency and input devices, 
visualizing full hands or fngertips can improve typing speed but 
also increase error rates and workload. 

6.1.3 Use standardized measures for evaluation, namely WPM, TER, 
and NASA TLX. Our fndings further highlight the lack of standards 
for reporting and benchmarking TETs. The inconsistency in report-
ing error rates hinders comparison for designers and researchers. 
We faced this issue when predicting the impact of interaction at-
tributes on error rates and had to conduct separate analyses for 
subsets of TETs. When Soukoref and MacKenzie [123] introduced 
TER as a measure of errors, they noted that it encapsulates error 
better than MSD ER [122]. A later review on performance metrics 
for text entry also identifed TER as “the most powerful error metric” 
because it combines both persistent and corrected errors [7]. Fol-
lowing the previous fndings, we recommend new TETs to include 
TER as one of their reported error metrics and clearly distinguish 
whether they use character-level or word-level TER in reporting 
the error value. Similar inconsistencies are present for task load, 
where there is a need to use standardized questionnaires instead of 
creating custom ones. The phrase sets used for evaluation must also 
be chosen from one of the standardized corpa such as the MacKen-
zie and Soukoref phrase set [81] or the Enron mobile dataset [135]. 
This is because these phrase sets cover real-world scenarios and are 
widely adopted which ensures consistency across studies allowing 
easier comparisons and reproducibility. A potential solution is the 

4https://www.tapwithus.com/ 

creation of a tool like TextTest++ [161] for XR that provides a stan-
dardized environment for text entry and automatically calculates 
the standard metrics. 

6.1.4 Evaluate fatigue. Ergonomics and comfort are important 
issues in XR interaction techniques [25, 54], especially those in-
volving prolonged tasks such as text input. Unfortunately, very few 
techniques are evaluated on this factor, and those that do often use 
custom questionnaires. Future techniques should use standardized 
questionnaires such as the Borg CR10 scale [12]. 

6.1.5 Account for Learning Efects. Study design can afect the text 
entry performance if the participants get better with repeated trials. 
Thus, to be able to compare techniques, studies must ensure the 
users pass the initial learning curve to get the most accurate assess-
ment of a technique’s performance. In our review, we categorized 
whether the technique was evaluated in a single or multi-session 
study. Only 20% (N=29) of techniques that conducted user studies 
(N=140) leveraged a longitudinal design. While multi-session stud-
ies are not essential for every technique, novel techniques must 
carefully measure the users’ learning rate and include multi-session 
studies as needed to accommodate for learning efects. 

6.1.6 Design for context and use it for evaluation. Techniques should 
be specifcally designed for the context of their use, such as in an of-
fce, texting on the go, or in social settings. While some researchers 
have optimized text entry for certain use cases, such as privacy 
[113], mobility [104], and accessibility [148], most techniques do 
not discuss a context. Achieving higher performance is meaning-
less if it cannot be achieved when used in the actual setting of an 
application. Techniques should not just be designed for contexts 
but also evaluated in them. If a technique is optimizing for certain 
parameters such as fatigue or mobility, it should be evaluated in rel-
evant contexts such as for writing multiple pages of text or walking 
while encountering obstacles. 

6.2 Adoption of Augmented Reality 
Augmented reality technology has improved by a large margin 
in the last couple of years with good quality video see-through 
displays available such as the Apple Vision Pro and Meta Quest 3. 
Having better pass-through cameras with less distortion and lag 
can improve the performance of pass-through-based techniques 
which currently sufer high error rates. Better tracking capabilities 
can improve keyboard backends based on the understanding of the 
user and their surroundings. 

With augmented reality becoming ubiquitous, the design and 
evaluation of TETs would then also need to consider the context 
of use, something that is rarely investigated today. Being able to 
use XR anywhere may involve frequent switching of TETs or mod-
ifcation of certain attributes based on the context of use. These 
switches need to be as seamless as possible, hence learnability and 
the cost of switching between TETs would be important metrics to 
investigate. With AR being employed in public spaces, the presence 
of bystanders while performing text entry has important implica-
tions on the selection and appeal of a TET. In particular, the social 
acceptability of a technique needs to be considered and evaluated. 
Measures involving text intelligibility and security [113] would 
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also need to be developed for cases where information being typed 
needs to be protected. 

6.3 Text Selection and Editing Techniques in XR 
The challenge of text entry is that it normally doesn’t happen in 
isolation. To be truly meaningful, text entry must enable actual 
work and productivity. That means that text entry comes together 
with text editing, with the capacity to delete, select, copy, paste, and 
to move the cursor within the text into a particular spot to introduce 
changes and comments or format the text. These additional high-
precision input tasks must be considered together with text entry 
[39]. 

In that regard, some prior work has already approached the 
problem from a holistic perspective, for example, exploring how to 
do text revision with backspace and caret in virtual Reality [74] or 
evaluating caret navigation methods for text editing in augmented 
Reality [55]. This is a particular challenge for any voice-enabled 
text entry too, as oftentimes the input needs to be updated. For 
selecting text Meng et al. [86] have looked at hands-free selection 
methods in virtual reality. Compared to text entry, text editing in 
XR is still a nascent feld and can beneft from the fndings for text 
entry as well as general selection techniques in XR [9]. 

7 Limitations and Future Work 
Our work is constrained by inconsistencies in reporting perfor-
mance metrics for TETs and the various study designs and setups 
that can impact TET performance. Thus, we identify trends in the 
data and factors typically associated with high-performing tech-
niques and do not directly run statistical analysis between the 
studies. For the same reason, we do not predict values for the per-
formance of a technique or determine the best technique within 
our dataset. To address this limitation, one could run a large-scale 
crowdsourcing study of TETs to provide a direct comparison and 
address the missing data in our trove. Such a study can include 
new techniques and variations of existing ones to create a test set 
with standardized performance measures and further assess the 
generalizability of trends reported here. Another approach could 
involve modeling the underlying relationships between diferent 
metrics through methods like symbolic regressions [107] or sim-
ulation studies of human motor control and typing [58, 119] to 
estimate a missing metric from reported values or user interactions. 
While we made an early attempt at this, our search did not result 
in a validated formula, making such an investigation an open area 
for future work. 

Relatedly, for identifying attribute importance, we used Gini 
importance which is known to have limitations such as sensitivity 
to correlations between features and bias toward high-cardinality 
features [128]. To mitigate this, we only report those attributes with 
importance greater than 5% in this paper. With a larger dataset, 
future work can compare our results against outcomes of other 
statistical techniques such as permutation importance [130] to pro-
vide further insights into the importance of interaction features 
and improve generalizability for unseen data. 

The dataset created in this work is meant to be comprehensive 
but not exhaustive. There may be techniques we missed that were 
not published in mainstream venues or created by hobbyists but not 

shared on social media. We hope that the suggestion form feature 
of the TEXT tool can help further increase the size of our dataset 
and keep it updated over time. Similarly, the set of attributes to 
describe the techniques capture a majority of the variations present 
in existing techniques but do not capture every possible diference 
such as details about hand pose during typing [116] or location of 
haptic feedback [47]. These variations may be viable attributes to 
tweak when designing future techniques after optimizing for the 
existing important attributes identifed by our work. 

An issue common to datasets like the one presented here is main-
taining them as new techniques appear [17, 114]. The challenge is 
that the dataset cannot be fully open to external updates, as this 
could compromise the quality of the labeling or other aspects of 
the dataset, and as such they often fall outdated. This problem 
might be solved in the future by leveraging large language models 
(LLMs). There are a number of synthetic labeling initiatives [29] 
and cases of AI producing high-quality labeling when provided 
with good examples and advanced prompts [1]. Once verifed, this 
approach could provide a sustainable way to update the dataset as 
new techniques emerge. 

8 Conclusion 
In this work, we created a dataset of 176 text entry techniques 
(TETs) for XR from across academia, industry, and hobbyists. We 
described each technique in 13 interaction attributes, 14 perfor-
mance metrics, and 5 general codes. We then created an online tool, 
TEXT: Text Entry for XR Trove to be able to visualize our dataset 
and navigate the solution space for text entry in XR. By analyz-
ing our dataset, we highlight trends in the design of TETs, their 
evaluations, and the relative importance of interaction attributes 
when trying to optimize the performance of a technique. This work 
is a step towards future XR productivity tools that enhance user 
performance and experience beyond the physical keyboard. 
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